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Preface

This script describes the DataSpriteLibrary with Snap! blocks, which is intended for (rela-
tively) fast processing of large amounts of data. "Large" data volumes are almost never
used in schools and initial university education - because they were hardly freely available
some time ago, and money is scarce in education. In the meantime, however, there are
large amounts of data in abundance, be it as a data collection on the Internet or as image
files, because they are also "large". Education thus has the chance to deal with relevant
data and thus find numerous points of contact with the field of "computer science and
society". In the long run they are more important than any programming tricks in terms of
general education.

Especially for beginners it is important to "see" what they are doing with their program-
ming attempts. Snap!'s fantastic visualization capabilities are complemented by the
DataSpriteLibrary, which includes library functions for graphics and images that, like the
Snap! tables, quickly display the results of operations. Speed is important in this area be-
cause it supports experimental work in trial and error style. If you must wait too long, you
won't try that much. The DataSpriteLibrary supports this approach by implementing most
time-critical functions in JavaScript. Besides, these blocks also show how text-based pro-
gramming can be senseful integrated into a graphical development environment.

The DataSpriteLibrary contains blocks from the area of data visualization and table han-
dling, which is supported by the introduction of the data type table. In addition, functions
of linear algebra with the data types vector and matrix, the solution of linear systems of
equations and interpolation by polynomials are available. Image operations can be per-
formed quickly using kernels as well as vector and matrix blocks. The examples show how
this can be done. But they always show only one way - invent others and better ones for
yourself!

This book is a translation from German. Unfortunately, | do not speak English well, so it will
be bumpy. | apologize for that. Be strong and hold it! Many thanks for the wonderful help
of the DeepL? translation program. | would probably never have finished without these.

I would like to thank Jens Monig and Rick Hessman very much for their support and the
numerous discussions.

Otherwise, | hope you enjoy working with Snap! and the DataSpriteLibrary!

Goettingen, 6 August 2019

@a%/ﬁj\

! https://www.deepl.com/translator
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1 Artificial Intelligence and School

The term "artificial intelligence" is currently and for the foreseeable future more than cur-
rent. In Germany, the Year of Science 2019 has been declared the "Year of Artificial Intelli-
gence". In the field of "digitalisation", the term is shaping discussions in the media, busi-
ness and politics. Informatic didactic contributions are also increasingly being made on the
subject.

In school informatics the topic is not really new. For three to four decades now, there have
been examples of neural networks (NNs) suitable for use in schools, for example, which
are developed and trained by the pupils themselves [Baumann] [Modrow1]. Such networks
are clear and easy to understand, encourage students to work independently and then to
discuss philosophical implications based on their professional experience [Modrow?2].
Above all, however, they are small. This is exactly the difference to the current NNs: they
are big. According to lan Goodfellow [Deep Learning], one of the leading developers in this
field, basically nothing has changed compared to the old small networks. The structure and
methods have (almost) remained the same, but of course they have been improved. What
has changed is the performance of the computers on which the NNs run and the amount
of data available to train them. This, however, leaves older findings valid, such as Marvin
Minsky's [Minsky] 1967 findings on the equivalence of NNs and finite automata. The result
is no wonder, because the model of finite automata has its roots in the first NNs.

The suggestions for treating large NNs in class often consist of training finished NNs using
finished training data. Students then watch the net learn, slowly improving its results. Ac-
tually, you don't need a real NN for this experience, a video was enough. You can't see that
the net is big and you can't see why this size is important from watching it. All you can see
is that the results are improving. You don't learn anything from this experience alone from
NNs. A discussion of the effects of NNs then is based on the information that they exist and
that they can learn. Further technical basics are missing, so that this discussion could take
place just as well in other subjects.

Let us compare the situation with an example from physics. The relatively new image of a
black hole [SZ] shows that there are black holes and that they "swallow" matter. However,
this information alone does not integrate the topic into the physics lesson, because a tech-
nical treatment of black holes is largely beyond the possibilities of the school. But within a
subject area "gravitation", which contains numerous activities, historical and social refer-
ences, typical problems of school physics, etc., the picture links school physics with "sci-
ence after school", shows ways to a more profound occupation with it and, for example,
encourages reflection on whether the learners see a personal perspective in this area - or
not.

What do we learn from this?

The pure introduction of new technologies has no place in school - there are other channels
for shows. The pure information that such technologies exist is also not enough to assign
the topic to a specific subject. On the contrary, if you limit yourself to that, then it would
be better to locate subjects in which, for example, the social or philosophical effects are
discussed, and the topic is thus networked with other aspects. Only the didactic reduction
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of a question to a complexity level, on which the learners can work as independently and
imaginatively as possible, makes the topic pedagogically fruitful.

In the field of artificial intelligence, it is not the passive observation of the learning
of networks in schools that is important, but the active promotion of the understand-
ing of human learners for the fundamentals and implications of this process.

One more note: If the school concentrates on conveying facts and data and practicing the
application of calculae, then in my opinion this presupposes that the learners are not able
to discover and understand connections and backgrounds themselves. The procedure
therefore promotes immaturity. And even worse: it keeps learners in immaturity because
they learn one thing for sure: that they are not expected to think for themselves.
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2 Machine Learning

The term "machine learning" is often used as a synonym for "artificial intelligence" or "neu-
ral networks". However, this limitation is not true. For example, the definition found on
the SAP page [SAP] is more precise:

Machine learning technology teaches computers to perform tasks by learning from
data instead of being programmed for the tasks.

"Learning from data" can be understood as adapting the parameters of a function. A data
set (image, table, character string, ...) is presented as input vector E to a machine. It calcu-
lates an output value k from this, which assigns the input to a category ("It is a cat", "Fea-
ture present" (or not), "The word 'car'", ...).

fE) =k

This assignment can take place in very different ways. For example, you can adjust the
parameters of a polynomial, search for similar input values ("k-next neighbours"), work
with decision trees, use Bayesian filters, ... - or even train an NN. All these methods have
in common that the "machine" contains a set of parameters that can be changed. The ma-
chine "learns from data" by repeatedly reading in a data set, calculating the output value
from this using the current parameter set, and then comparing this output with the "de-
sired" output value using some method. If there is a deviation, it changes the parameters
so that the output at least approaches the "desired" value. "Desired" values may be known
in advance ("The image is a cat image"), may come from outside e.g. from a "trainer" ("su-
pervised learning") or may be generated by the machine itself ("unsupervised learning"),
e.g. by extracting features from many training data ("clustering"). In all cases, the machine
does not "learn" anything, but adapts parameters according to a given procedure.

This approach, too, has long been widespread in schools. "Learning Nim-games” etc. can
already be found in the first computer science textbooks. What is new again is the scope
of the required training data. A large NN can have billions of parameters that need to be
trained - and this requires "a lot of" training data. Another new feature is that these data
are available on the net. So, if applications available "for free" are paid "with data", then
we now also know how and why this happens.

If you look at common textbooks on machine learning [Grus] [Albon], you won't find much
about NNs, but a lot about data handling. These have to be normalized, for example, in
order to make the many input data, which can come from very different sources, compat-
ible. For example, if we photograph many dogs with an older digital camera and many cats
with a newer one, then an NN would very likely learn from these images that dog images
are smaller than cat images.

The preparation of data now is a very manual activity. It can be done step by step, tested
and then automated with simple algorithms. Testing is greatly facilitated if the structure of
the data is easy to visualize, e.g. in tables or as a graph. And algorithms are simple if they
have a clear structure, e.g. if, after some preparation steps, they consist of a loop in which
some alternatives with the corresponding instructions are enumerated. The power of the
developed scripts does not depend so much on the algorithmic structure as on the power
of the available commands. Or vice versa: if you have enough powerful commands, you
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can do a lot with simple programs. The parameters then can be adjusted in one of the usual
ways. If the appropriate tools are available, the preparation of data is a very suitable topic
for schools. The DataSprite is intended as such a tool.
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3 The Structure of the DataSprite

The structure of the DataSprite is based on the idea of documented data sets consisting
of two parts: the metadata, which describes the structure and context of the data (e.g.
number format, image dimensions, recording device, recording date, ...) and the associ-
ated pure data segments. Metadata usually consists of dictionaries - names with assigned
values (e.g. "Recording date: 24.12.2018"). Examples for this structure are FITS files [FITS],
which are standard in astrophysics but are also used in the Vatican Library, or JPEG images
from mobile phones. Also, here there are meta data (image size, compression degree, date
of acquisition, often also GPS coordinates). Without these an image generation would not
be possible. It is important that the image generation does not change the original data.

We adapt this structure by giving a DataSprite three local variables containing the data
(myData), the data description (myProperties) and the current costume (myCostume).
These variables can be filled by importing data from different sources (SQL queries, text
file, CVS file, JSON file, FITS file, direct assignment, ...), whereby the properties myProper-
ties have to be adapted to the respective data. With the help of these properties, data can
be converted into graphical representations (graph, data plot, histogram, image, ...),
whereby either myData or another suitable table is selected as source. Because tables can
be displayed very nicely in Snap!, this display format is not additionally implemented.
Therefore, the data type table is implemented with many of the operations commonly
used in data science (table operations, correlation calculation, affine transformations, solv-
ing linear systems of equations, ...), which can handle larger amounts of data sufficiently
quickly.

The overall structure is as follows:

A . .

i DataSpriteLibrar
imports data from ... E> S (‘ " ’
e FITS-files . — ‘

e Text- files e pr - provides blocks
e SQL- queries OstsSprite myproperies for the graphical
e JSON- files representation
. of data, for edit-
e (CSV-files —_—

G new data of ranges €D 1o @ and &P 0

! regression line parameters of @

ing tables, solv-

tems ing equation sys- (cagen | column @B and
m g q y DS histogram data from B with G groups
% tems, statistical .
. (min ol B
=B operations, ... surt B by column @B ascending v®
[ 2165 | (select rows of B where: column @B is smaller tan

' mean | of column @B of @ grouped by column &
) {apply convolution kemnel B to B

 compress data B with factor @ by averaging

| export B 10 Csv file W
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4  Working with the DataSpriteLibrary

4.1 Creating DataSprites

When we work with data and graphics, it makes sense to use multiple DataSprites at the
same time. If we already have one, we can create more by cloning or copying. Of course,
we also copy the remains of the previous work (variables, new blocks, ...), and perhaps the
three local variables of the sprite are missing, are named differently, ... There are many
possible errors. To avoid that, there is a new reporter block new (temporary?) DataSprite
in the Commands palette. It creates a new sprite, either perma- P ——— @ Y DataSpri E)

nent (visible in the sprite coral) or temporary (it is automatically
deleted when the red button is pressed or when Snap! is closed). The block is a reporter
because the new sprite has to be accessed from outside very often. You should save a
reference to it in a variable.

Example: A FITS file (source: [HOU]) is read in and displayed on a new DataSprite.

) o
Tz E=pE 00 N read file with filepicker BT ETF]
[_a;d FITS or RGB image min/max {J) gray? v@ log? ®x
4.2 Importing data
P
Snap! can import a variety of data formats directly. This can be done by dropping filesonto | te:

. . . . . “ &« normal
the Snap! window or by right-clicking on a variable watcher to import them. Both works = large
well with text, CSV and JSON files. Other text file formats like FITS can also be imported in < slider
this way, asking if they are serious. Exporting works in the same way. If you want to do the S:EEF min...

. e slider max..
same by programs, use the reporter block read file with filepicker. A file manager window Tmport..
appears in which you select the file as usual. Then the data will be imported. raw data...

export...

The main task afterwards is to assign this data to the myData
variables and set the corresponding properties in myProperties.
This is done by the following block, which imports data from out-
side into the myData area. This can be FITS data, table data or |—ihm
the data of the current costume. This is stored as a table of RGB EITS data

table data
costume data

values.
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Example: An image (source: [NASA]) is saved and re-displayed with false

colors.

import costume-data fromm my costume to myData

add FITS or RGB image min/max () &P gray? @ log? v@

Example: Almost 600 000 data records from a CSV file are read in about 10 seconds. The

properties are set. ( DataSprite myProperties [ DataSprite myData ‘
prite myPrope

34 A 8 | B

T e ke sz e 00 read file with filepicker B0 05 E 1 type table tripduration  starttime

2 width 0 695

3 height 0 693

4 backColorRe 255 2059  2013-08-01(2

5 backColorGr 225

Example: SQL-Import

If we have access to a SQL
server, then we can also read tell SQlLserver | to Q connect of SQlserver
data from there. In our case
we import a SQL server tell S{I'Lﬂ' to (9 read databases of SQlLserver

sprite and the library with the

sqL blocks [SQL] into a Data- tell SQLserver | to 9 choose database no. @ of SQlserver
Sprite. Then we ask the SQL with inputs

server to establish a connec-

tion to a school database.
From this we would like to
s’et answer | to

query the names, the gender

and the middle grade of Eng- _
lish. This will give us a list of serecy I G| )

. .. schueler|D_nummer| = |hatkurs.|D_nummer AND
strings containing these data - WHERE
i S - LIKE
separated by commas. 50, we _GROUP BY HAVING < ORDER BY b | v LIMIT /

have to convert the list entries
into sublists and enter them

into a table. After that we can P o[ table
. . . . - - 83 A B @ D
import these in the sprite. il Achriich,Hanna,w.7.50( B i | Hanna . 75000
b Antolni,Max,m,4.5000 ;
= B h° ':ohaxm — 2 Antohni Max m 45000
ahn, nn,m,6..
warp [ — 3 Bahn Johann m 6.2500
—_ atton,Alina,w,11.
- - 4 Bation Alina w 11.2500
set _table 4 to new table i onner.Janina w1075 5  Benner Janina w 10.7500
. ;] Berg,Leni,w,6.2500 |8 - .
f h .t_ - A 7 [y ———— 6 Berg Leni w 6.2500
or each | item in ([ answer : W,
1 Boemmel,Hugo,m,2.25 7 Beusberg = Christina w 7.7500
—— — 8 Boemmel Hugo m 42500
tem by BBd | iU table 9 Bummel Ot m 9.2500
‘Lm_BmM &000n j
I p N
. ——— - D DataSprite myProperties
import table'data | from ( table to myData DataSprite myDara o A 5
L 8 A B © D i
1 Aetrlich | Hanna w 7.5000 EiscalesPrecis 3
2 Antohi Max m 4.5000 gecalesTexthy 12
3 Bahn | Johamn m 6.2500 fijscalesNumbl 10
4 Baton Alina w 11.2500 Bl minvale | notset
5 Benner Janina w 10.7500 N maxvalue not set
8  Berg Leni w 6.2500 B columns 4
7 Beusberg Christina w 7.7500 & rows 83
8 Boemmel Hu m 4.2500 u
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Example: JSON-Import

The easiest way is to simply "drop" a JSON file into the Snap! window. But it can also be
automated. First of all, we look for interesting JSON data and of course choose the statistics
of baby names in New York City - what else? The suitable block is again import <table
data> from <read file with filepicker> to myData. The result is a list with two columns
and two rows, the metadata and the actual data. Because we are interested in them, we
replace the original data with the element (2|2) of the table. From the many columns we

copy the three interesting ones into a new table, add column headings and import the
result back into myData.

- = ST =— DataSprite myData
T L laekeb CHE RN 1) | read file with filepicker BN (7 E ) (oi1s A = S
- 1 gender name number
. _ . g—— h
set myData |to item @&E of (1) @ u il myData FEMALE  Olivia 172
-

FEMALE Chloe 1nz

set table | to' new table FEMALE = Sophia 104
— FEMALE Emily 99

3

4

. 5
add column | (2ol [MEE 7 myData ) to (table Qg FEMAE | Boma | 99
s 7 FEMALE Mia 79

. e :

]

- f /— FEMALE = Charlotte 59
add column CoIUmn I oT vaata to ( table FEMALE Sarah 57
-~
-— 10 FEMALE Isabella 56
) g—— LT

add column | (<aiiisis . [ MEEI 7 myData ) to (table 1 FEMALE  Hannah 56
e 12 FEMALE Grace 54
. = 13 FEWALE  Angela 54

ST
add column-headers | (53 FNET Iname [number to (table  EETTIE o
15 FEMALE = Joanna 49

ihport table'data | from (table to myData N

The result: 19419 baby names.

Who would have thought!

4.3 Exporting data

The export again can be done directly from a variable watcher. For scripts there

are two new blocks export <table> to CSV file <filename> and write string

<string> to file <filename>. As usual in Snap!, the results will be saved in the
download folder of the browser. The two blocks allow you to automate data ex-

write string [ to file [l

change with spreadsheet programs or text files, for example to save data pro-
cessing results.
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4.4 Importing data with the mouse

In many cases it is advantageous to read data using the mouse. The <...> by s

mouse block is available in the Sensing palette for this purpose. It can be
used to determine image values, image coordinates, coordinates in the coor-
dinate system used for graphs and/or data points, the data on a slice through
the image, start and end points of a line, center and radius of a circle and the
summed screen values together with their number in a circle. As an example,
a section through a moon image is shown.

Example: Slice through an image (Source: [HOU])
import FITS-data @ from ’m to myData
a;dd FITS or RGB image min/max P gray? v® log? @~
r;;i data | to by mouse

image-value
image-coordinates
graph-coordinates

slice-data
line-data
circle-data
brightness

R W R s o B

2047
1877
2303
1791
2901
3182

Example: Measuring the sum of the image values within the radius (Source: [HOU])

M R E IR i ) read file with filepicker 8GR T F ]

add FITS or RGB image min/max ' min | of ( myData max of ( myData
gray? @ log? v@

set data | to by mouse
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4.5 More blocks in the Sensing palette

The following blocks can be used to read or set the image

set image value of myData at &P &P o €D

value at a position or the corresponding pixel value of the
costume. The penultimate block is used for conversions [ ETEERERTITEREEET ST 1 N1

between the coordinate systems. The brightness in the PP P O D - € @@ €
periphery of a point can be determined with the last

block RGB of costume at &P €P

@ o X

xp
yp
X

y
brightness around ( Y 100 BECLCR 10 ]

4.6 The properties of the DataSprite
The Looks palette contains several blocks for displaying data on "
the DataSprite. They use the myProperties settings for value set properties

ranges, colors, sizes and line types, axis labels, and so on. These
can be set to initial values with the set properties block and dis- property

played directly as a Snap! table. If you are satisfied with them (as

in the previous examples), you can draw graphics directly onto
the DataSprite. Otherwise you must change the settings. This
can be done directly with the two blocks for reading property

set property o i

. (" DataSprite myProperties
values property <property> and for writing set property <prop- - . S
erty> to <value>. A typical use case would be to enter the range 1 type empty
of the image values - if this has not already been done automati- 2 width 0
3 height 0
cally. ‘
4 backColorRed 255
5 backColorGreen 225
L
set property [WHVEITRS to m of . baekColorBlue 205
: 7 leftOffset 60
el max Value v [T i myData | 5 upperOset 0
9 lowerOffset 20
1 10 title
set labels title [l x-1abel [l v-1abe!l N 1 xLabel
set ranges to x [ €I €D 1y [ €D @D 1 12 yLabel
| 13 xLeft -10
sel line attributes style continuous | width ) color @D @D P 14 xRight 10
_sel datapoint attributes style ocirde | width @) connected @ % color e yLower -10
0 16 yUpper 10
W 17 lineStyle confinuns

set scale attributes precision & textheight &E) number of intervalls
X-axis

This can be done somewhat

attributes labels

more comfortably with the
ranges

e blocks that combine groups of
offsets . .

line-attributes properties - for setting or read-
datapoint-attributes

scale-atirbutes ing. The second simplifies the

data-attributes

call of JavaScript functions be-
cause the number of parameters
is somewhat limited.
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4.7 Graphics on the DataSprite

Graphics can be superimposed on DataSprites. As an example, a data plot can be used for
which an approximation function is sought. You can experiment with it until you are satis-
fied with the result. If the image is "full", you simply draw a new one.

First of all you need a DataSprite. Size and
background color can be set to make everyone

R R R 350 =D 0® 300 Eenla 255 X 225 X 205 |

. ] . abels title e x-label EEMY y-label JREIY
happy. While we're at it, we also specify a chart '

title and axis labels. Since these require space on (Ll l CEETIEEE

the diagram, the offsets are set so that the pure
diagram area is slightly reduced. If required, we |amediead i (02 x (L B2 0 x© JF 5 X

can also display them with attributes <offsets>.

Next we use the block add graph <term> to draw [EZEREEURIEIR0 2 JOH- 380

a function graph. As term we can pass either a
add scales

Snap! operator (ringified so that it is not executed

before the call!) or the coefficient list of a polyno- nice graphs
mial. Further graphs - here: the derivative - can fol-
low. The drawing of the axes and the labels is done 20
by the block add scales. -
400
2.00
w
=z
2 o000
>
> -2.00
-4.00
-6.00
Of course, we can also create a new DataSprite 800
i i -10.0 . . .
instead and tell it what to draw. e e
x-values

EXAMPLE 1: graphs of function and derivative

script variables | newDataSprite

set newDataSpiite | to ‘new ( temporary? v@ ) DataSprite
-

tell newDataSprite | to

new costume width m height color
set labels title [eae ] x-label y-label

set line attributes style continuous | width & color 0 ©

add graph || m < R X - e

set line attributes style dashed width @ color P (0 )

addgraph||m'i'.x. - &

-

add scales
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If we want to display the contents of a data table graphically, this can be done with the
block add dataplot number/number. Scales and labels are supplemented again with the
block add scales. The type of display can be adjusted very precisely with the block set
datapoint attributes ....

Random data
new costume width I[P height [ I 255 W 055 W 255 ] T T T ;‘ 4 -‘ | et
set labels title x-label BEEITS y-label ly-values | 8.00 L] .:. Y :. ™
= L]
set line attributes style continuous | width @) color B €D € 6.00 ° ° ... % o,
L]
set datapoint attributes style ocrcle | width a connected @ color o 4.00 . .‘ LY
o
o o 200 80’ o3°
set data | to EIP new data of ranges [P to P and EP 1o P g 0.00 0® .. ... ..
— X L]
add dataplot number/number | data g . ° ..- L]
. 3. -200 ® e
add scales '. L .5. °
-4.00 AT .‘o.'..
500 fo® 080
R
-8.00 [
- i i i i " " " A
Example: A data set is represented with the corresponding -100-8.00 -6.00 4.00 -2.00 9.00 200 4.00 6.00 8.00

regression line in a DataSprite.

T Random data with regression line
L)

-EXAMPLE 2: dataplot and regression line

script variables | newDataSprite | data ! regressionData 4.00
sel newDataSpiite | to (new ( temporary? v @ ) DataSprite 3.00
set data | to m new data of ranges to a and a to & 2.00
sel regressionData | to ' regression line parameters of [ data g 1.00
— =2 0.00
tell newDataSprite | to g 2
new costume width @ height color - 2 -1.00
R g B ER T Pl R andom-data-with'regression-line [Ye E1 = | y-label -200 }
setrangestox [ED @ 1v [ €D @ ] -3.00
set datapoint attributes style square | width @) connected @x. color P -4.00
1255 X 0 500 E-
add dataplot number/number [ data ke -5.00 -4.00 -3.00 -2.00 -1.00 0.00 1.00 200 3.00 400
set line attributes style continuous | width @ color & € x-values

add graph | regressionData

add scales

Histograms can be generated and displayed directly from data sources.

Example: A FITS image is loaded, the normalized distribution of the image values is dis-
played as a histogram on a new DataSprite.

Histogram of a normalized FITS image

-EXAHPLE 3: histogram of an image

script variables | newDataSprite

number

import FITSdata  from read fil s 5 to myData

add FITS or RGB image min/max ' min  of ( myData max | of ( myData
gray? @x log? v@

set data | to normalize [JPES by ITEukd ey 750 2138
1424 1. i 1381

set newDataSprte | to ( new ( temporary? v @) DataSprite r lized value

tell newDataSprite  to

PR R iR 400 WIS 300 Jen vl 255 X 225 W 205 }

1o @ BT Bl i Bl Histogramrof-annormalized-FI TS image g C1TE y-label

set scale attributes precision @) textheight @ number of intervalls
x-axis P

add histogram of (data with groups
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In addition, the Looks palette contains six blocks for drawing basic structures on the sprite

surface (not on stage).
draw line from (% 100 J
draw rectangle from &[0P &ITP to {50 }
fill rectangle from &P ELP o 50 J
draw circle center &P radius
fill circle center [P ELIP radius
draw text [l at € &P height horizontal v@®

4.8 Working with DataSprite tables

Because Snap! can display tables (lists of lists) so well (right click on the
variable watcher, open in dialog, adjust column width by dragging with
pressed mouse button in the column header), imported, modified, dif-
ferently generated, ... tables can be displayed immediately. The results
of working with tables can be checked immediately - a very important
feature for interactive working with data.

The DataSprite therefore contains a data type table that corresponds
to such a two-dimensional table.

A new empty table is simply an empty list. You can add rows, columns,
and column headings to it, and you can delete them. If necessary, you
can create a two-column table directly from random numbers (see
above). In many cases myData is preset as the table to be edited. You
can overwrite this entry by inserting a table variable.

If you need a real copy, i.e. data without references to other data, you
can do this with copy of table <tablename>. You can also read out
individual rows or columns of a table.

With single table columns you can also do some things: they can be
normalized by dividing all entries by the mean value, you can sort them
ascending or descending and calculate minimum, maximum, number,
sum, mean, median, variance and standard deviation of the table
values quickly.

If you need random pairs scattering around a given function graph, you
can use the block <n> random points near <operator> between
<xmin> and <xmax>.

random points near

(@ + &P | between & and

|s;l data | to [ new data of ranges €& to @ and &P 10 O
Table view

B
-2.2649984 11806634
3.137411605194739

-0.9981749908373895
5.1608035274100645
-0.16162265178507296
0.6503976912335762
-3.701562852454529
3.2379609770162228
4.7912180102604065
-4.231492943213595

o)

|sﬂ data | to new table

sddlm

row
column
column headers

| delete ow | @B of [NEER)

copy of table B

LTIAR_1 WX M myData

row
column

normalize (W mean 1

| sort by column &P ascending v@®

variance
standard-deviation
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The references between several table

D and @ of [TBEE

columns of course are also of interest. The
ranges

value ranges, the covariance and the covariance

. correlation
correlation can be calculated for two table

columns. Some standard values can be

mn e of grouped by column 1]

grouped according to the entries in another
column and table rows with predefined
properties can be selected.

select rows of [IDEE) where column &P is smaller-than

smaller-than
greater-than
equal-to
different-from

Example: A table with 100 rows and 10 columns is filled with random numbers.
Afterwards, it should be determined between which columns the highest
correlation exists.

—\ (- _—
[set data | to new table [set comelations | to ' new table

for (i =GB 0 GD
o =
|set column | to ' list

i 'k | corelation | column and (k  of (data

| to ' sort (correlations by column P ascending @x

data corr
100 D E F G H 45 A B c
1 89 52 27 52 3 1 6 | 10 02161585647
2 36 70 88 12 25 2 1 | 2 01721997030
3 10 83 7 76 g 3 5 10 0.1681766401°
4 16 41 35 33 92 | 4 3 6 0.1570865552
5 69 3 94 3 62 N 5 2 10 01410832429
6 79 20 35 34 8 6 2 8 01392892957
7 34 54 89 93 64 H 7 1 | 10 0.1359997948;
8 52 68 5 18 4 N 8 7 9 01313332775
9 64 1" 55 35 5% § 9 6 8 01279894316
10 87 19 63 " il 10 6 9 00989424889
" 59 88 4 69 93 H 11 1 3 0.0954672804;
12 23 39 9 o2 20 § 12 2 | 4 00848204148
13 24 58 45 10 3 N 13 8 10 0.0712208978(
14 4 26 12 7 7 § 14 4 | 9 00691325904
15 63 32 30 93 % N 16 4 7 00674427719
18 49 72 57 52 85 | 16 2 6 005025287870
17 12 50 84 62 89 | 17 2 | 7 00496690263
18 69 58 49 30 82 \ ]
19 42 60 8 54 e
20 6 66 16 51 s [
21 1 44 60 14 s0 i

] ST — ——— s )

If necessary, convolution can be applied to image data using ker- apply convolution kernel B to [IRZT]

nels, data rows can be compressed, and the nearest neighbors of

a new data tuple can be determined (kNN). compress data [BEE with factor @B by averaging
& next neighbors of B in [JBEEE
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4.9 Working with DataSprite operators

Machine learning often requires the use of linear algebra methods. Its

. . . 'new &P -dim vecior
basic elements include scalars ("numbers"), vectors and matrices. The last

two can be generated quickly with random contents: new <n>-d.im vec- §f 'm
tor returns a vector of the given length and new <n>x<m>-matrix works
accordingly for matrices. With transpose <data> vectors and matrices | 'm B
can be transposed, is <data> a ... checkes, whether the given data type
has the correct structure. “is ] a vector

vector

matrix
Operations between scalars, vectors and matrices are

performed by the two blocks — if possible.
<operand> <operator> vec <data> bzw.

matrix/vec <opl><operator>matrix/vec <op2>

Example: cross product of two vectors

set vi | to ( new @ -dim vector

set 2 | to ( new @& -dim vector

set result |to (vl X |vec!v2

Example: product of matrix and vector

set M | to (new €9 x & matrix

[+
1 0 1 4 3
CERnew T dim vector s

set resull | to ( matrix/vec (M * | mawrix/vec (v1

B:
- 4
[ r—

|
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The following operators are more specific:

olynom<poly>(<value>) calculates the value of a polynomial - -
poly poly>( ) poly mpoIync-m'aS°I|st'c:f°coe1"ﬁ(:|entsD

(6}9

for the specified value according to the Horner scheme, where
a polynomial is described by a list of its coefficients, starting
with the highest. The polynomial x2 — 2 * x + 5 would thus be L0\ RS 1 §-2

represented by the list

Affine transformations on images are performed using the block

affine transformation of <imagedata><width><height> by <points1> -2 <points2>.

Example: Mirroring an image on the vertical

-

[ EXAHPLE 4: affine transformation

N

script variables | newDataSprite | newData | newSprite ‘w | h

import FITS-data

set newSpite | to (a new clone of myseli |

LS | newData |
add FITS or RGB image min/max ) €AEP gray? v® log? ®x
move steps

. H B 1 *y—
Linear systems of equations can be solved with solve <matrix>*x=<vector>. solve E L E

An application is polynomial interpolation

olynom interpolated for
polynomial interpolation for <table>, po'y p E

where a polynomial is calculated by n points.

Example: Curve through n points

script variables | x (data | ¢

We create some random points around a |2l
‘set data | to new table

parabola and display the result.

o
et | to/ (@ random ) - @
,

add row

Polynom interpolation

'l;ew PERS TRl 600 JUTST N 400 JRENTYN 255 W 255 W 255 ]
L | set labels title xclabel y-label
7 = | set ranges to x [ ED @ 17 [ €D @ |

A A“ AA A 'sel line attributes style continuous | width @B color @ € €

0.00 ApA j , set datapoint attributes style triangle | width @[ connected @ color P
[ 255 X0 ]

y-values

AL add dataplot number/number data
WYY N v T [
‘A A
A A “ | add scales

oy * A A t AA A set line attributes style continuous | width @ color €& @ ©
A e e

set points | to new table

-5.00 -400 -3.00 -200 -1.00 1.00 200 3.00 400
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Since we obviously can't get any further with a regression line, we click three points in this
set of points. After the third point we calculate an interpolation polynomial and draw it in
the diagram. This requires two coordinate transformations.

when T am clicked |
script variables | newPoint
set newPoinl | to by mouse

draw circle center | item @B of (newPoint item @&9 of (newPoint
radius E

Eidd row

list
item @E2 of (newPoint to K4 itemn K2 of (newPoint to
to | points

if ' length of (points (> H

add graph | polynom interpolated for ' poinis

add scales

Polynom interpolation

400

3.00

2.00

1.00

0.00

y-values

-1.00

-2.00

-3.00

=4.00

_5 00 M " & M M &
500 -400 -300 -200 -1.00 0.00 1.00 200 300 4.00
x-values

The last blocks of the operator palette round a number to the specified
number of digits, which would be helpful, for example, when improving the round . LD 9 digits
diagram display, and provide random numbers between 0 and 1 in full length. m

The last block converts a list of texts into a string with given partial lengths.

This allows, for example, the column headings of a table to be quickly =] =2 E17 B0 mrmin i i 7

converted into axis labels of a diagram.
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5 Applications of the DataSprite

5.1 Under- and Overfitting

Machine learning uses training data to adjust the parameters of a function so that other
values are well predicted - if all goes well. You build a forecasting tool, a kind of "telescope"
for data.

If the training data is reproduced well by the function, this does not mean that this also
applies to other data. It depends very much on the type of function that is created. As
application we choose the last example: the polynomial interpolation.

The task is: Using training data, the coefficients of a polynomial are adjusted in such a way
that OTHER data are predicted as well as possible.

First of all we want to generate some data to calculate an interpolation polynomial. To
avoid having to start over and over again, we write a reporter who calculates a table with
n data of any function.

r:'eate and draw training data

~

set franingdata | to

m random points near ‘ | - 6 between ﬁ’ and
(5 ]

r:ew costume width P height P color

set labels title x-label y-label
setranges tox (D @ 1/ [ O @ |

set line attributes style continuous | width & color @ €& €

s':e‘t datapoint attributes style tiangle | width & connected @ color

255 0 ]

add dataplot number/number [ training data

We use this to generate the training data, which we also display immediately.

Under- and Overfitting

4.00
'y

3.00 A

2.00

1.00 A
(]
g &
,-E 0.00 AR
> -1.00 A

'y
-2.00 A
300 A A A a
A
-4.00
5,00

0.00 0.500 1.00 1.50 200 250 3.00 350 4.00 450
x-values
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First of all we try a regression line.

—~
| line

width a color o o

create and draw regression

set line attributes style continuous

add graph regression line parameters of (training data

(;dd scales

That actually looks quite nice, but on the sides it does not fit
so well.

So, we'll try a polynomial interpolation.

First of all we choose three random pairs from the training
data, determine the interpolation polynomial and draw it.
Because we want to experiment further, we generalize the
solution to a polynomial by n points. We hope that every-
thing goes well with the selection! The results depend on
which points were wiped out. Enclosed a bad and a quite

good result.

create and draw interpolation polynom for a points linestyle continuous |

=

create and draw interpolation polynom for

linestyle

‘'m# =2 points
linestyle = continuous

s —_— —_—

script variables | points | polynom

y to  new table

repeat n

add row | [ ' pick random &P to EP training data || to { points

item @K of L0
item 52 of LN to Thd
by €

draw circle center

i points

radius o

to I
ui ' points

Ehange i
"’ =

sel polynom  to | polynom interpolated for ' points

if © is' polynom a list |2

a‘(ld graph ( polynom

édd scales

else
say for @B secs

Now we're getting brave! Instead of three points we choose
5. After all, we want to do a good job! That works great up to
the right edge, and then - opps!

Under- and Overfitting

4.00
3.00
2.00
1.00
w
]
2 000
>
> 100
-2.00
-3.00
-4.00
-5.00
0.00 0.500 1.00 150 200 250 3.00 350 4.00 450
x-values
Under- and Overfitting
w
o
3
®
>
5
0.00 0.500 1.00 150 200 250 300 350 400 450
x-values
Under- and Overfitting
400
A
3.00
200
1.00 A
w
E
2 000
2
> 100
-2.00
200 |4 A L]
-4.00
-5.00
000 0500 100 150 200 250 300 350 400 450
x-values
Under- and Overfitting
'3
@
=
]
>
%

450
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Maybe we just need to take more points. Let's try it with
10. The polynomial runs through more points, but at the
edges it "runs away".

Well, then, with all the points!

set DS line attributes style continuous | width @& color @ (P
add DS graph "’polynom interpolated for | training data
add DS scales

One can see that with increasing degree of the polynomial
more training data lies directly on the graph, but that in
between by the wild oscillations of the polynomial only
senseless values are "predicted".

So, the quality of what we learn depends very much on

Under- and Overfitting

y-values

0.00 0.500 1.00 150 200 3.00 350 400

250
x-values

450

Under- and Overfitting

y-values

-300 | |
-4.00
-5.00

000 0500 1.00 150 200 250 300 350 400
x-values

how we deal with deviations. We have to decide which inaccuracies can be tolerated in

detail so that the overall forecast is reliable. If the degree of the polynomial is too small,

we speak of underfitting, if it is too high, of overfitting.

Tasks:

1. Discuss different ways to determine a "good" degree of interpolation polynomial

(i.e. its highest power).

Formulate your results so precisely that they can be realized as scripts.

Test the scripts on different data sets.

450
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5.2 New York Citibike Tripdata [Nvcitibike]

Evenin New York, cycling has become "hip" and borrow- |—\

get data

ing data can be loaded as CSV files. We do so and load

the almost 600,000 data records from June 30, 2013 b . - = -
sel data to ' read file with filepicker

into a table. We split the column headings to get a pure .
data table. set columnheaders | to' row | P of (data

What did we actually find there? delete & of (data

The data legend provides the interpretation for the data: Trip Duration (seconds), Start
Time and Date, Stop Time and Date, Start Station Name, End Station Name, Station ID,
Station Lat/Long, Bike ID, User Type (Customer = 24-hour pass or 3-day pass user; Sub-
scriber = Annual Member), Gender (Zero=unknown; 1=male; 2=female), Year of Birth

Since the geographical longitude and latitude of the

rental stations are given, it is a good idea to use the |.—h|uad NYCityMap at station nr
Word Map Library from Snap!. We write a small block,

which shows the surroundings of a rental station as a

set ) style to OpenStreetMap

map. set @) to lon: | item @&2 o i data lat:

Let's see where you can rent bicycles. For the overview
we extract the rental stations from the complete list,
e.g. by grouping them according to the name of the
starting station (column 5) and selecting only this
column as the result.

set stations to
column | @D of | G of column 1  of "= =) grouped by column /5 |

tinlelc &B of (stations
We get 337 stations after all.
Then we collect the data of a station ...

4

| get data of station | name

Ireporl item (i of ( data

report

for (i = &P to length of (stations

of (stations

set coordinates of stations | to { coordinates of stations
add row

... and build the coordinate list of the stations. | item G of (stations | x of ® longitude item @D of (stationdata
- \'.\r of @ latitude ' item &9 of (stationdata

to (result

report  result
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With these data we can send the sprite to the

| show all citibike stations on map

individual positions, where we leave circles with the
stamp-block.
G 3 o, !‘..et stations | to

column | @ of

delete m of | stations

| set coordinates of stations | to [ coordinates of stations
set size to %

switch to costume circle
for (i = &P to length of (coordinates of stations

go to x: | item @K of | i Ui coordinates of stations

item & of [/ i i coordinates of stations
{3

set size to EIIP %

switch to costume Turtle

At least in Mldtown Manhattan, we don't have to worry about finding a rental station!

Now we want to have a closer look at the rental station
Broadway - corner 41 Street (No. 55). To do this, we look ===
for all records from the list that start or end at this station. e

| - connection to - or from station ( name

That's 5005 events that day. Times are entered in this list &
together with the (same) date. We can throw this out |[re kel SR

. . [ ction t fi stati it X of (stati
(split with " ") and reduce it to the hour (split with ":"). ., o -

We then have a numerical scale with the unit "hour".

| reduce time - columns : of | ta to hours

set bomowing data | to [ reduce time columns of ( borrowing data to hours

script variables ! result

Now we can see what's going on at the station during the
individual hours of the day.

‘ set result | to ' new table
F — —
add column gl to (result

.

add column

item @B of | split | item @& o

column 6 of (table

to ( result
I

sel graphdata | To
number | of column @ of (borrowing data grouped by column

And we can display this graphically as usual.

add column
Activities Broadway & W 41 St - -
AUELN item @RS of | spli
188 column | P of (table
to (result

345
- 302 add column of (result
H P
2 45 e
-,é report ' result
w216
=]
T 172 new costume width @D height P color &P (205 §
-g import tabledata | from (graph data to myData
(= 129 —

set labels title T item XD of (stations x-label [T
862 y-label
set datapoint attributes style ocrde | width & connected v@® color P
431 {255 J0 )
0.00 set scale attributes precision P textheight §F) number of intervalls
000 300 600 900 t:2.&:: 150 180 210 x-axis €D
our

selrdng('stox[om]y[o
max | of U & i graph data

a‘dd dataplot number/number [JEE]

e XD - L X XD - = )
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A few streets down the road, it looks similar.

Is that a general pattern?

Well, at Central Park the people get up later and the
tourists are not there yet. But the museums always
close at the same time.

Activities Broadway & W 49 St

number of activities

3.00 6.00 9.00 120
hour

15.0

18.0

Activities Broadway & W 60 St

number of activiies

257

228

200

171

114

855

57.0

285

0.00

0.00

3.00 6.00 9.00 120
hour

15.0

What can our programs learn from these data?

etc.

We could, for example, predict from the usual departures and arrivals as well as

from the actual stock whether sufficient bicycles will be returned in time at a sta-

tion or whether it would be better to transport some of them there.

We could determine which accus are needed for eBikes from the average path

lengths.

We could determine whether women or men would rather borrow the bikes at a

certain time of day and then make sure that the offer is right. We could do the

appropriate thing for the age of the borrower.

We could determine the borrowing data per bike and predict when repairs will be

due. We could also do this, for example, depending on the location of the stands.

We could try to generalize distributions from some stations in such a way that

forecasts for others can be derived from them. So, when the museums close at

Central Park, the program can "learn" from the old data in which districts the

bikes will presumably be delivered and warn if there are not enough free slots

available.
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Tasks:

Break down the activities of the stations according to arrivals and departures.
Write a forecast function that warns if there is a risk of a lack of wheels at a station
in the next few hours.

3. For certain stations, display the connections to the most selected delivery stations
graphically on the map using direct lines. Select the thickness of the lines accord-
ing to the number of borrowing operations and the colors depending on the sta-
tion. Are clusters formed?

4. Find out with the help of correlations-block whether there are correlations in
rental behavior (e.g. with regard to times of day, location, ...) with gender, age,
status of borrowers. You may have to replace the data with numeric data before-
hand - similar to the times. Discuss possible consequences.

5. For a small section of Midtown (where everything is beautifully right-angled), find
the coordinates of the street corners. Then develop a router that shows the short-
est route to the nearest Citibike station.

6. The rental numbers depending on the time of day show quite a difference in dif-
ferent areas of Manhattan. Systematically examine similarities and differences
and try to explain the results.

Activities 1 Ave & E 30 St Activities 2 Ave & E 31 St
233 595
207 529
o o 8
- ]
£ 155 S 3w
g 8
g o P
] 2 264
g 1o g
2 77 € 108
518 132
259 66.1
0.00 0.00
000 300 600 900 120 150 180 210 oL W o ) WD A Ak
hour hour
Activities Broadway & Berry St Activities Adelphi St & Myrtle Ave
139 134
123 119
- 108 . 104
S o4 £ o4
E B
< 0 < 745
@ =
616 506
; -
c 462 a7
08 298
154 149
0.00 0.00
0.00 3.00 6.00 9.00 12.0 15.0 18.0 210 0.00 3.00 6.00 9.00 120 150 180 210
hour hour




5  Applications of the DataSprite

29

5.3 Star spectra [UniGOE]

Stars shine in different colors because they have different temperatures. In addition, the

spectra differ in their absorption lines. We want to investigate this in more detail.

We get some star spectra (source: [UniGOE]) and save them as a
text file. We read in such a file. In the first line we see the star
name after the column captions. We isolate it and store it in the
variable starname.

sef data | fo ! .split read file with filepicker | by

e

set stamame | to [ get starname from  item @B of (data

We know the star's name now. If you search the Internet for it,
you will find a wealth of information about it. For repeating the
loading process with other data, we encapsulate it in a separate
block. After its execution, the actual star data are available as a
table.

[ get starname from [ headline

script variables !

set list | to [ split ( headline by B4

B item @ of (list

2004 join | item @&y of (list

B item B of (list

20024 join  item @y of (list

With these data you can quickly create a diagram.

max

One recognizes well the falling course with some strik-
ing absorption lines. But does one need all spectral | EEsaFTN
data for this insight? se

set datapoint attributes style none

script variables | newDataSprite | normalizedData

. norma

set labels title [ join B =g
set ranges to x [ item m of Rl \m

of {|c

line attributes style continuous

set data | to ' read file with filepicker

S —
#nm Flux(10mW/m2/nm) for star HD 116608 [
351.00 8.1860e-13 0.3586
351.14 8.1770e-13 0.3584
351.28 8.3890e-13 0.3680
351.42 8.4400e-13 0.3704
351.56 8.3100e-13 0.3649
351.70 8.3270e-13 0.3659
351.84 8.3740e-13 0.3682
351.98 8.3200e-13 0.3661
352.12 8.0760e-13 0.3555
352.26 7.8450e-13 0.3456
352.40 7.6290e-13 0.3363
352.54 7.6040e-13 0.3354
352.68 7.6470e-13 0.3375
352.82 7.9000e-13 0.3489
352.96 8.2580e-13 0.3649
353.10 8.1020e-13 0.3582
353.24 7.8800e-13 0.3486
353.38 8.0680e-13 0.3571
353.528...

[ starname HD 116608 [

| load star data

~

set dala | to | .split read file with filepicker by

set stamame | to | get starname from item EE of (data

&R of (data

set data | to| map [/ .split N by

delete
over (data

delete €88 of (data
&P of (data

delete column

copy

sel copy | to copy of table (data

to new table

[catum &P i copy
e of [ copy

to (| normalizedData

column

to (new ( temporary? v@® ) DataSprite

new costume width m height color

starname

b5 =1 Bwavelength/nm BV 1

normalizedData

1yl @

Spectrum of HD 116608 S e
show spectrum
2083
1.851
1.820 set nommalizedData
x add column
2 1ase
b - add column
® normalizedData
g 0.0267
S set newDataSprite
= L —
0.8043 tell newDataSprite  to
0.4628
oz normalized-flux
0.000
3017 4407 4298 5386 5876 6385 6855
wavelength/nm item @& of (

normalizedData

normalizedData 1

set scale attributes precision ) textheight @[} number of intervalls

width @ color P & &
width @ connected v@ color P P

add dataplot number/number [ normalizedData

add scales
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Perhaps it is sufficient to reduce the amount of data by

sel nommalized data | o

averaging. We introduce a compression factor ' compress data (normalized data with factor (compression rate by
averaging

compression rate and add the script before creating

. Spectrum of HD 116608, compression rate 5
the diagram. s P
2048
Factor 5 doesn't change much. So, let's try again. .
Spectrum of HD 116608, compression rate 10 Spectrum of HD 116608, compression rate 20 1502
2000 3 i
2
1 ©
- 8 1
- =
é 1300 é g 00104
2 E c
§ 1130 2 0.8828
E e £
= € 0.4552
Qa8 02278
02280 oz 0.000
3008 4304 4882 5371 5859 8347 8835 7324
0 e s wer mer mas ma st S e wr  wme min ees e eer mas wavelength/nm

normalized flux

normalized flux

Teo am3 423 swes o o3 eeis  oas M0 wa8 50 %08 S0 sis &m0 eaas
wavelength/nm

It can be seen that the temperature-dependent course of the spectrum is hardly changed.
Only the absorption lines are lost. Thus the type of the spectrum should be described by
an interpolation polynomial e.g. 4th degree.

Spectrum of HD 116608 | Spectrum of HD 23524 Spectrum of HD 158659
208
e
a2
3 um E =
¥ H i
k] " =
. £ £
E’ sezs 5 E
29043
cuezs
oz o
v WT T wes  mie  sve mes  ses o s T mee s ews wes o W7 e wes  mwe  wre  oms  mes
wavelength/nm wavelength/nm | wavelength/nm
Spectrum of HD 10032 Spectrum of HD 28099 [ Spectrum of HD 260655
. 1%
13 i
™ 0w
x x x
2 oms 3 o E]
B oo R wm 2
H 3 3
E asere E oo E
- g 2
aases .
azn o8
avess ot
ace0 com
WiT wwT  wes e e ses  es WT a7 wss  mee  srs sas s BT wnr  wes  mes e mer  mes
wavelength/nm wavelength/inm | wavelength/nm

This also works perfectly! If we also record the polynomial parameters during the exami-
nation, we can easily distinguish the star types on the basis of the parameter ranges.

7 A B c D = B

1 star name a4 a3 a2 al a0

2 HD 116608 -1.2493580327340172e-9  0.0000028868621087800814 -0.002459579857425176 0.9103088865090065 0.9103088865090065

3 HD 158659 1.565259017017166e-10 -3.063032080178107e-7 0.0003879661846290463 -0.17622312866994078 -0.17622312866994078
4 HD 10032 -7.27005023271818e-10 0.000001694929847991264 -0.001462425925103779 0.5500801501694278 0.5500801501694278

5 HD 28099 -4.0018935572381893e-10 9.399457129604694e-7 -0.0008209689485783107 0.3141072191721327 0.3141072191721327

8 HD 23524 -8.18301248511472e-11 2 3253458278204257e-7 -0.00024615800544876965 0.11348374829256708 0.11348374829256708
7 HD 260855 6.248027476637483e-10 -0.000001337322548726115 0.0010450333683869723 -0.3486709605339992 -0.3486709605339992
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The program can "learn" which parameter intervals belong to which star classes on the
basis of the old data. If you enter the data of a new star, it determines the coefficients of
the polynomial and then gives a well-founded prognosis of what kind of star it might be.

Tasks:

1. Set up an interpolation polynomial of the lowest possible degree for the uncom-
pressed spectrum data. Which points should be selected for this? Are there any
differences between these polynomials and the results of the method shown
above?

2. Develop a script that assigns an unknown spectrum to one of the previously oc-
curring types.

3. Develop a method to examine the most prominent absorption lines more closely.
Enlarge them for stars of the same class and try to determine differences "auto-
matically". Discuss your ideas before realization.
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5.4 Period of a Cepheid [HOU]

Cepheids are stars whose brightness fluctuates periodically. Since their luminosity depends
directly on the period of the fluctuation, they serve as "standard candles" for distance
measurement in space. We want to measure this period. For this we get some pictures of
a Cepheid, which were taken on different days (Source: [HOU]). The example is used to

You can see that the pictures have very different quality. On some you can hardly see the

explain DataSprite image operations.

Cepheid, the star next to the bigger star. Sometimes the background is brighter, sometimes
darker. So, we have some tasks:

e Load the images, set a view that shows both stars well.
e Subtract the background radiation of the image, invert if necessary.
e Measure the brightness of a star.

e Display the results and find out the period.

And how do you determine the brightness of a Cepheid? It is calculated relative to an un-
changeable star in the vicinity. So, in each image two brightness values have to be meas-
ured.

As in the other examples, an image is loaded into

TS M ERE IS (0 read file with filepicker BGWIST=1E]

DataSprite and displayed. Minimum and maximum of

add FITS or RGB image min/max ) &P gray? @ = log? v@
the displayed values are determined experimentally in

such a way that stars are clearly visible. (Remember: the
actual image values are not changed by this.) If necessary,
the image is inverted.

~

set property to (low

set property UENER to ( high

-

add FITS or RGB image min/max ) &P gray? @~ log? v@®

add FITS or RGB image min/max {J gray? @x log? v@
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The radiation background is subtracted by simply subtracting the smallest image value
from all of them.

We process the mouse clicks to determine the
brightness by setting a variable clicked to false. If the
image is clicked, it gets the value true and the clicked

when I am clicked
Iine attributes style continuous | width @€ color € €& O
draw circle center ' item @D of (dlickresult

image coordinates are assigned to the variable
clickresult. In the script, the program waits until data is

available using the command.

With these aids, the measurement process can be
summarized in a separate block. The results are assigned

to a result variable. This will be evaluated later.

) radius &P

Brightness of a cepheide
0.900
0.200
w0700

8 A B E 0.600
1 6 0.0876221753506 —g, e
2 8 0.5674336949167 S 0400
3 10 0.8054445068099 % e
4 11 0.5370600093037 ~ 0200
5 14 0.3104731277173 0.100
6 15  0.2646507209664 0.00 S S S S S S —
7 18 0.6603668797582 6.00 7.50 9.00 13;;{2).#]35»;%:3;]“1}%5 12.0 195
8 21 0.3140171254899

The period will therefore be about 9 days.
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Tasks:

1. Place a nice smooth sine wave (or similar) through the data points. Experiment a
bit. Does this make the period more accurate?

2. Develop ascript that allows you to draw lines on the image that should correspond
to the period duration. The period duration is then determined from the mean
length of these lines.

3. On some pictures the Cepheid is hardly to be seen. Develop a script that shows
where stars are in the image, perhaps by a cross. What is a (pictured) star anyway?
The vertical line on the pictures is probably not!
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5.5 Search for a Supernova [Hou]

A new supernova is not so easy to discover between the many other stars. But you can
identify candidates by subtracting old images of a sky from new ones. If a bright (or dark)
spot remains, you should take a closer look at this area (source: [HOU]). The example again
explains the use of DataSprite image operations.

So we get ourselves four pictures taken on different days, of course with different

exposures, different background radiation, ... and also some other quirks.

In order to see anything at all on the pictures, they were
first "normalized", i.e. the background was subtracted ﬁom'm’ SHSSS

and the rest of the picture values were mapped to the | ==l T
range from 0 to 1000. But this does not give them the == illille C8T0 =0

same overall brightness, as the result depends strongly =T )
on the highest image values. set myData | to

# map || UERED ("_/ Vi over (myData

set property to (i | © i myData

set property QEAC A tO f max. | o7 myData
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If we now simply subtract one image from the other, then  pu gz

we get a three-dimensional result with some "Ying-Yang |Eiitieisto i ity w. property [TEIRd 'h' property (EE4
by  points2 —> | pointsl

effects" where bright image areas did not fit together s Socage minfmax (property

completely. We can use the vector arithmetic block for [0z FIFEF=N gray? v@® log? v®

this operation because FITS data are a simple list.

Therefore we carry out an affine transformation with one
image by clicking and saving three corresponding points
first on one image, then on the other.

sel points1 | to ! list

[_s:t clicked | to < @ false -
wait until (E050) |

add (clickresult = to fpointsl

set myData | to

affine DS transformation of | myData w ' .DS property h
| DS property by ( points2 —> ( pointsl

add DS FITS or RGB image min/max | DS property
(@ x s property gray? V@ log? v®

The result:
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We'll subtract this picture from the first.
Well, it goes better too!

But at least we found a new shining spot in the
galaxy! (It's black here because we took the
picture with the supernova candidate last. But

we didn't know that before. ©))

Tasks:

1. Find images of the same sky area with and without Nova and process them as
shown.
Automate parts of the search as much as possible. Discuss the difficulties.
Can you improve the accuracy of the "handiwork" in supernova search, e.g. by
focusing the clicked stars better? Try it!
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5.6 Classification of stars according to the kNN method

In the Hertzsprung-Russel diagram (see Wikipedia) the
luminosity of stars is plotted above their star class. The
result is a kind of line from top left to bottom right, the
"main sequence". On this line stars like the sun are mostly
located. Right above the main row we find the red giants,
left below the main row the white dwarfs. That’s enough
for first. (Picture source: [HR])

We want to classify new stars in this diagram using the k-
next neighbor (kKNN) method: As training data we generate
a list of stars with their coordinates (simply as image coor-
dinates in the diagram) and their type. If we want to classify
a new star, we determine its position in the diagram and
look for the nearest k (e.g. k=5) neighbors. Then we deter-
mine the most frequently appearing star type in this list.
We assign it to the new star.

First of all we need a picture of the Hertzsprung-Russel diagram ([HR]). We import it into
Snap! as a costume and generate the required data from it.

import costume-data | from my costume to myData
j,
add FITS or RGB image min/max ) &P gray? v® log? @x

We generate the training data by | stardaa

[_;Mlh(newtable
specifying a star type and then |

N

clicking on some points in the o white dwarf .
T | ask EERTE and wait

diagram that correspond to this T BBR ' (5= statype |10 answer
type. 2

N

Then we can classify new stars by clicking on them (here)

and labeling them.
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We set some properties for the representation ... P

set line attributes

...and draw a circle at the location of the star.
set datapoint attributes style ocicle | width @ connected @ color &5

-255
Then we determine the five nearest neighbors and a
the number of occurrences of their type. In the re-
sult we delete the headings and sort the list in de-

scending order. The type of the new star is then the

first element in the first line. We write this next to
the star.

The result:

o Main sequence

o While dwarf

o White dwarf

o White dwari
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6 Hints

The examples were largely chosen from astrophysics because the DataSpriteLibrary will
be used in this area in the next semester. But the library operations are of course not lim-
ited to this area.

Machine learning consists to a large extent of the preparation of data - regardless of
whether it is table data or images. The actual learning processes of the machines then
consist of the parameter adjustments resulting from the data. Since both can be easily
visualized, there is a broad field for beginning programmers with many transitions to the
field of "informatics and society".

Examples of how to use the operations of the DataSpriteLibrary, especially the convolu-
tion using a kernel, can be found in [DBV].
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